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Abstract: Now a day Image processing is the best solution for various problems especially in the 

medical field. At present, humankind throughout the world is affected with one or other types of cancer. In 

all over the world breast cancer is one of the major causes of death among women. Early detection and 

screening of cancer which greatly increases the chances for successful treatment. Mammography is most 

widely used test by radiologists for screening, detecting and diagnosis of breast cancer. The available 

detection procedures and models are unable to forecast the abnormalities within time because of attenuation 

in acquiring device, low contrast and blurreness present in breast cancer related images.  

Hence a dynamic model is proposed for diagnosing and detecting the abnormalities which lie on the breast 

cancer related images. This model combines various State-Of-Art clustering algorithms in combination with 

image segmentation techniques and neural network algorithm to make images easier to detect the 

abnormalities accurately and precisely. The first step should be a segmentation procedure able to distinguish 

various neoplasms from background and second step should be a morphological procedure for classification 

and feature extraction of tumors accurately. The main objective of the model is to detect and forecast the 

abnormalities in the breast cancer related images. 

Keywords: Mammography, Computer Aided Detection (CAD), Breast Cancer, microcalcification, mass 

detection, ROI, Image segmentation. 

 

I. INTRODUCTION 

At present, breast cancer is the most 

common cancer among women, after cancers 

of the skin, and the second leading cause of 

cancer death in women after lung cancer [1-3]. 

The malignancy cell that grows in the breast 

tissue is termed as breast cancer. The risks of 

the breast cancer increases with the factors 

such as female gender, obesity, lack of 

physical exercise , having children late or not 

at all etc .It is to be found that the 80% of 

women who are above age of 50. The most 

healthier and cost effective way of screening 

the breast cancer is through mammograms. A 

mammogram is one of the best radiographic 

methods to detect the breast cancer earlier. It 

even detects the tumors which are too small to 

be felt and gives us the X-ray image as an 

output. Image Processing techniques provide a 

sufficient assessment to category the 

abnormalities. 

Classification of these images are 

done with the three main stages, they are pre-

processing, segmentation and classification. 

Pre-processing: Prior processing is very 

necessary to direct the algorithm for 

classification. Segmentation: Extraction of 

region of interest and analyzing the same can 

be done in his step. One of the essential step to 

analyze, object representation and 

visualization. The different kinds of 

segmentation are threshold segmentation, edge 

based segmentation, Region based 

segmentation, clustering techniques and 

mapping segmentation. These categories are 

contextual or noncontextual. Classification: 

The segmented images are taken where which 

classification techniques are applied to identify 

the results accordingly. The intent of this 

process is to find the severity of tissues and 
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categorize the data sets into several classes. It 

will be classified according to the categories 

such as density, texture etc in the feature 

space. Hence one of the important steps is 

classification and one has to concentrate on 

choosing the technique wisely. 

 

 

 

 

II.PROPOSED WORK 

Segmentation of Suspicious MC Regions 

In this section, the suspicious MC regions are 

identified and for this purpose, the proposed 

algorithm is given below. As seen in Fig. 6., 

the upper region identifies the pectoral muscle 

region and the limit value is used to control if 

the pectoral muscle is seen in mammography 

image or not. Because there is no pectoral 

muscle in some mammograms or it is just a bit 

visible. Therefore, if the pectoral muscle is 

visible in the mammography image it can be 

removed because it is an unnecessary area for 

MC regions. 
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Otsu’s N=3 Thresholding 

Otsu’s N thresholding is an automatic threshold 

selection method which separates the image into 

classes [9]. The steps of Otsu’s  
 
N=3 thresholding algorithm are given below. The  

grey levels of the image are identified as [0,1,2,…,L- 

1] where L is the number of grey levels. 

Step 1. The normalized histogram of the input image is 

computed and the histogram elements are shown with 

iP  where i=0, 1, 2, …, L-1. 

Step 2. The threshold values k1, k2, k3 separates the 

image into 4 classes and the cumulative sums P1, P2, 

P3 and P4 are computed for 4 classes with the 

following formulas. 

1

1
0

k

i
i

P P


    
2

1

2
1

k

i
i k

P P
 

 

3

2

3
1

k

i
i k

P P
 

     
4

3

4
1

k

i
i k

P P
 

   

Step 3. The global intensity average, Gm , is computed 

by the formula below. 
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Step 4. The average intensity values for the classes are 

computed with the following formulas. 
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Step 5. The variance between classes can be computed 

as below. 
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Step 6. The optimum threshold values correspond to 

the values which maximizes the variance between 

classes. 

 

 

 

 

K-Mean Clustering Algorithm 
In  statistics  and  machine  learning,  k-means  
clustering  is  a 
method of cluster analysis which aims to partition „n‟ 

observations in to „k‟ clusters in which each 

observation belongs to  the cluster with  the nearest 

mean  [7]. For a given  set of observation 

, where each observation is a d-

dimensional real  vector, then k-means clustering 

aims to partition    the    „n‟    observations    in    to    

„k‟     sets    (k<n), so as to 

minimize the within cluster sum of squares (WCSS) in 

equation (1). 

(1) 
 
 

Where,      is  the  mean  of     .The  number  of  

cluster  k  is assumed to be fixed in k-means 

clustering. 
 
Standard algorithm 
Given  an  initial set of k-means    in  which  may be 
specified randomly or by some heuristic, the 
algorithm produces by alternating between two steps. 
 

I.       Assignment Step 
 
Assign each observation to the cluster with the closest 
mean (i.e. partition the observation according to the 
voronoi diagram generated by the means) in equation 
(2). 

 

     (2) 

II.       Update Step 
 
Calculate the new means to be the centroid of the 
observations in the cluster in equation (3) 

                            (3) 
The algorithm is usually very fast, it is common 

to run it multiple times with different starting 
conditions. Theoretically it has seen that there exit 
certain point sets on which k-means takes super-
polynomial time, but practically it is not so far. 
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3.2 Fuzzy C-Mean Algorithm 
The Fuzzy C-means algorithm, also known as fuzzy 
ISODATA, is   one   of   the   most   frequently   used   
methods   in   pattern recognition. Fuzzy C-means 
(FCM) is a method of clustering which allows one 
piece of data to belong to two or more clusters 
[7]. It is based on the minimization of objective 
function to achieve a good classification. „J‟  is a 
squared error clustering criterion, and solutions of 
minimization are least squared error stationary point 
of „J‟ in equation (4). 
 

(4) 
 

 

 

 

Where, 

Where „m‟ is any real number greater than 1,  is the 

degree of membership  of       in  the cluster „j‟,  is 

the d-dimensional measured data,     is the dimension 

center  of the cluster and  is  any norm expressing 

the similarity between any measured data and the 

center. Fuzzy partitioning is carried out through an 

iterative optimization of the objective function 

shown above, 

with the update of member ship  in equation (5) 

and the cluster centers        by equation (6) 
 
       (5) 

 
 
 
 
 
 

 

 

 

 

(6) 

 

Hierarchical Clustering 
Hierarchical clustering taking successively by 

either merging smaller clusters into  larger ones or  

by dividing larger clusters. The result of the 

algorithm is a hierarchy of clusters, called 

dendrogram, which shows how the clusters are 

related. By wounding the dendrogram at a desired 

level, a  clustering  of  the  data  items  into  disjoint  

groups  is acquired. It constructs a hierarchy of 

clusters or, in other words, a tree of clusters, also 

known as a dendrogram[6]. There are two type of 

hierarchical clustering such as agglomerative and 

Divisive clustering. In agglomerative clustering start 

w

ith one point and recursively add two or more 

appropriate clusters. Also it stop with k number of 

clusters achieved. 

 

III COMPARISION ANALYSIS 

 
The experimental results of basic clustering 

algorithms are  discussed in  this  section  using 
the  data  mining tool Breast cancer data 
contains tumors which represent the severity of 
the disease. The two kinds of tumors are benign 
and malignant. To cluster them correctly from 
the training data set accuracy using clusters are 
evaluated. The accuracy of the various 
clustering technique for diagnosis of breast 
cancer either benign or malignant are compared 
is shown in Table 1  

 

Table.2   Comparisions of clustering 

Algorithms  
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592 

 
152 
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0.02 

 
Hierarchy 

 
458 

 
241 

 
66% 

 
1.69 

 
IV CONCLUSION 

 
Breast cancer is one of the major causes of death 

among women. In   this   paper   we   have   

investigated   a novel approach to  detect the presence    

of    breast    cancer    mass    and    calcification    in 

mammograms using image processing functions, K-

means and Fuzzy C-Means clustering for clear 

identification of clusters. Combining t hese  we 

have  succes s fu l l y  de tec ted  t he  b r eas t  cancer 

area in raw mammograms images. In the paper there 

was a comparison between Fuzzy C-Means and K-

Means Algorithm. 
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